
Date: 9 April
Period: From 7.20 AM (prod deployed) to + 8 hours

I looked at the pages with response times > 2 secs in detail.

Response times

95% Percentile requests - 611ms, 345ms - average

Categories page

Pages: https://discussions.topcoder.com/ (`/categories`) and `/categories/XXXXXX`
Max response times: up to 36 secs.
Reason: No memcached data or memcached data has been expired.

The response times of categories pages:
- No data in memcached  - up to 36 secs. 22 requests > 20 secs
- Most data in memcached - from 200ms+ but less than 1 sec.
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https://discussions.topcoder.com/


Categories with discussions:
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TODO: Need to do optimization when Memcached data is not set.
- Optimize UserGroup query for categories page. Check if we can use `where` sql

condition (from GDN_UserGroup where UserID=XXX in (GroupID, ...). Make a
callgraph to see more details.

- 5 secs took to load data from Topcoder API (user details, rating, roles, etc). After
loading data, it was cached in memcached. The pages displayed 20-30+ different
users. 99 requests were sent. The main goal is to avoid excessive Topcoder API
requests. Check Topcoder API if we can get data for multiple users per one request.
Now the expiration period of Topcoder user data (image url, roles and others) is 1
hour.

Categories REST API
Response time: Up to 11 sec
Pages:/api/v2/categories, POST
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TODO: Need to have a look at an update query. `2415` = count of all categories in DB. If a
new category is added then a category tree is re-built. It should be less count of update
queries.

Dashboard (Admin)
Page: /dashboard/user
Reason: the same issues with Topcoder API calls to get Topcoder Data + We haven’t added
caching Topcoder data for Vanilla Admin pages (controllers).

The list of Tocpoder users:

4



Rebuild Vanilla Categories cache after posting
discussions/comments
Page: /post/comment2.json
Max response time: up to 6 secs

We’ve optimized it in Issues-381 (https://github.com/topcoder-platform/forums/issues/381).
Now it works up to 5-6 secs. Before fixing Issues-381, it took about 1-2 mins and threw
502-504 errors (https://github.com/topcoder-platform/forums/issues/400). We’ve optimized
the count of calls and rebuilt cache for ancestors only. From my point of view, this is more of
an architectural issue in Vanilla that does not allow easy scalability. This is not a good idea
to refactor Vanilla core further because all models/controllers/plugins depend on fired events,
etc. It will take a lot of effort and time, code analysis, testing and etc. But there is still room
for improvement.

The main goal is to avoid excessive category cache rebuilding.Rebuilding the cache occurs
in the following cases:
- New category added/removed/moved. So this is ok.
- Category cache is expired
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- Comment/dicussion is added/edited/deleted

1. Building category cache includes
a. building a pure category tree
b. calculatig category data (count of posts for a category and its ancestors, etc)
c. joining user data (permissions for categories and so on)
d. joining recent posts (LastXXX fields from Category table, Discussion table,

Comment table)
If comment/discussion is added/edited/removed.The pure category is not changed,  user
category data is not changed.  Check if we can do only b. and d. steps.This will require some
code improvement. Need to investigate it.

2. Vanilla loads all categories from DB in cache including archived ones.  The main idea is
to load only non-archived categories in cache. Vanilla category cache has 2 levels: internal
Vanilla cache + memcached. This will require some code improvement. Need to investigate
it.

Posting new Discussions
Page: /post/discussion/XXX
Max response time: up to 6 secs
Reason: After posting a discussion, activity records are added in the Activity table.  It
increases the response time. For this request it took 5 secs. If new discussion is added, we
notify all members of a group. About 50+ members in the group (groupID-882).
TODO: Need to analyze code.

I am worried about it if we have this issue with 50+ users.  What response time will be, if we
will send for 100+/500+ users.

It may be better to analyze this problem first and then fix
Issues-522(https://github.com/topcoder-platform/forums/issues/522). If a lot of posts are
added + users are watching the forums ( like 'General', etc) then response times will be
much longer.  Now if user is watching ‘General’, then notifications are not sent out
(https://github.com/topcoder-platform/forums/issues/522#issuecomment-813897450).
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Group/Group Member page with 50+ members
Page: /group/XXX or /group/members/XXX
Reason: The group with 50+ members.Topcoder user data has been expired or missing in
memcached. 54 requests to Topcoder API.
TODO: It’s been mentioned above.
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Group REST API
Page: /api/v2/groups/XXX/member/YYY  - Removing an user from the group
Time: 4 secs
Reason. Rebuilding UserCache, UserCategoryCache and UserGroup after deleting an user
from the group.
TODO: Build a callgraph and have a look at the details.

View Discussion
Page: /discussion/XXX
Time: up to 2 secs
Reason:Topcoder data has been expired or missing in memcached.

Long Topcoder HTTPp Calls

Long Auth Topcoder Http calls. Several requests had this issue:
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500 HTTP Errors

Displayed 5 errors in dashboard  but only 2 errors are displayed on a detail page.
I don’t have access PROD Vanilla logs to see stack trace for the errors:

- 1 error with updating a category using REST API
- 1 error after adding a new comment

404 HTTP errors
80+ errors with discussions.topcoder.com/favicon.ico
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